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-
J What is Artificial
Intelligence?

And why we need it?

y



Artificial
Intelligence

Artificial Intelligence is nothing
but the capability of a machine
to imitate intelligent human
behavior. Al is achieved by
mimicking a human brain, by
understanding how it thinks,
how it learns, decides, and
work while trying to solve a
problem.
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Applications of Artificial Intelligence

Now think about this, instead of you doing all your work, you have a machine to finish it for you or it
can do something which you thought was not possible at all. For instance:

Ridesharing Apps

Determine the Price of Your
Ride

Health Care

Bio-markers

Marketing
U Recommender Systems

digikala

Predicting Heart Attacks

Social Media

Face Verification

Speech Recognition

Voice-to-Text

Autonomous vehicles "
Self-driving Cars

Tagging People in Photos Smart Personal Assistants
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Artificial Intelligence

And its areas of application

ARTIFICIAL INTELLIGENCE

Deduction, Robotics, Machine Planning Computer Knowledge Natural Social
reasoning motion & learning vision visualisation language intelligence
& problem manipulation processing

solving
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Basically, Deep learning is a sub-field of
Artificial Neural Networks, and Artificial
Neural Networks are sub-field of Machine
Learning, and Machine Learning is a sub-
field of Artificial Intelligence.

Artificial
Intelligence

Machine
Learning

Artificial Neural
Networks




Al Brief
History

mathematician
and inventor
Blaise Pascal.

Babbage and
Ada Lovelace.

drawing parallels
between the brain
and computing

a machine’s
intelligence.
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First First design Foundations of Alan Turing ‘Artificial ELIZA,
mechanical for a neural networks introduces a intelligence’ is a natural
calculating | programmable established by test—the Turing coined during a language
machine built machine, Warren McCulloch test—as a conference devoted program,
by French by Charles and Walter Pitts, way of testing to the topic. is created.

ELIZA handles
dialogue on any
topic; similar

machines. in concept
to today’s
chatbots.
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Google builds iRobot launches Computer Edward
the first self- Roomba, an program Deep Feigenbaum
driving car to autonomous vacuum Blue beats creates expert
Randle urban cleaner that avoids world chess systems
conditions. obstacles. champion Garry which emulate
Kasparov. decisions of
human experts.

[0
_
o)
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IBM’s Watson
defeats champions
of US game show
Jeopardy!

Personal assistants like Siri,
Google Now, Cortana use speech
recognition to answer questions

and perform simple tasks.

lan Goodfellow comes
up with Generative
Adversarial

Networks (GAN).

Sedol 4-1.

AlphaGo beats
professional
Go player Lee

Most universities
have courses

in Artificial
Intelligence.




Machine Learning basics

Machine Learning is a type of Artificial Intelligence that provides computers
with the ability to learn without being explicitly programmed. It provides
various techniques that can learn from and make predictions on data.

L

Machine Learning
Algorithm

Labeled Data

Training

Prediction

[

Learned Model Prediction




Machine Learning Basics

Learning Approaches

Meaningful
Compression

Structure Image

. o Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

isualistai . Classification Diagnostics
Visualistaion Reduction Elicitation Detection

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
.
I I ac h I n e Population

Growth
Prediction

Recommender Unsupervised SUPeersed

Systems

Clustering
Targetted

Marketing Market

Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning
Robot Navigation Skill Acquisition

Learning Tasks

Supervised Learning:
Learning with a
labeled training set

Unsupervised
Learning: Discovering
patterns in unlabeled
data

Reinforcement
Learning: learning
based on feedback or
reward

Example:
email spam
detector with
training set
of already
labeled
emails

Example:
cluster
similar
documents
based on the
text content

Example:
learn to play
chess by
winning or
losing

A Friendly Introduction to Deep Learning



Problem Types of Machine Learning

Regression Classification

Supervised- Predictive

Lorem ipsum dolor sit amet,

consectetuer adipiscing elit.

Maecenas porttitor congue
massa.

Clustering

Unsupervised - Descriptive

Lorem ipsum dolor sit amet,

consectetuer adipiscing elit.

Maecenas porttitor congue
massa.

Supervised - Predictive

Lorem ipsum dolor sit amet,

consectetuer adipiscing elit.

Maecenas porttitor congue
massa.

A Friendly Introduction to Deep Learning



What is Deep Learning?

Part of the machine learning field of learning
representations of data. Exceptional effective at
learning patterns.

Utilizes learning algorithms that derive meaning
out of data by using a hierarchy of multiple
layers that mimic the neural networks of our
brain.

If you provide the system tons of information, it
begins to understand it and respond in useful
ways.
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Inspired by Brain

At this stage, it could be said that deep
learning mimics an infant’s brain. An
infant’s brain is like a sponge, and it
learns through training. It takes some
years for the web of neural networks in it
to mature and infer or deduce multiple
things through one set of training.



Deep Learning Applications

Speech Recognition Natural Language Computer Vision
Processing
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A Brief History of Deep Learning

Deep Neural Network

(Pretraining)
Multi-layered
A
XOR Perceptron A
ADALINE (Backpropagation)
A A
A
Perceptron
Golden Age Dark Age (“Al Winter”)
Electronic Brain
1943 1957 1960 1969 1986 1995 2006

1950

1960 1970 1980

B. Widrow - M. Hoff

RN

Hinton - R. Wiliams

(ﬁ- Am

G. Hinton - S. Ruslan :

S. McCulloch - W. Pitts F. Rosenblatt D. Rumelhart - G.

X AND Y XORY NOT X e Foward Activity . g 3 ®
® |0 @40 e W = ! e g i

+1' 4] 2 +1741 4 ) (Y o 0o i - -

/ l . x/ l \H | . ‘ . o . @—— Backward Error : - .

 Adjustable Weights tritievaichidat feature L earning

* Weights are not Learned

+ Solution to nonlinearly separable problems  + Limitations of learning priorkrioWizdge

* XOR Problem
» Big computation, local optima and overfitting « Kernel function: Human Intervention

* Learnable Weights and Threshold



Top Players

Superstar Researchers

Geoffrey Hinton: University of Toronto & Google

Yann LeCun: New York University & Facebook

Andrew Ng: Stanford & Baidu

Yoshua Bengio: University of Montreal

Jurgen Schmidhuber: Swiss Al Lab & NNAISENSE
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The Big Players

Companies a5 Microsoft
YaHOO! (50 gle y

<3

NVIDIA.
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Deep Learning Basics

No more feature engineering

A Friendly Introduction to Deep Learning




Architecture of Deep Neural Networks

A deep neural network consists of a hierarchy of layers, whereby each layer transforms the input
data into more abstract representations (e.g. edge -> nose -> face). The output layer combines
those features to make predictions.

Hidden Hidden

18 A Friendly Introduction to Deep Learning



Artificial Neural Networks

Consists of one input, one output
and multiple fully-connected
hidden layers in-between. Each
layer is represented as a series of
neurons and progressively extracts
higher and higher-level features of
the input until the final layer
essentially makes a decision about
what the input shows. The more
layers the network has, the higher-
level features it will learn.

19

input layer

hidden layer 1

hidden layer 2 output layer
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Layers of ANN

Input Nodes (input layer): No computation is done , ,
here within this layer, they just pass the information Input Hidden Hidden Output
to the next layer (hidden layer most of the time). A Layer Layer #1 Layer #2 Layer
block of nodes is also called layer. : : =

Neurons | i Neurons |

Hidden nodes (hidden layer): In Hidden layers is
where intermediate processing or computation is
done, they perform computations and then transfer
the weights (signals or information) from the input a
layer to the following layer (another hidden layer or to f Xo
the output layer). It is possible to have a neural i
network without a hidden layer and I'll come later to a
explain this. P X3

Output Nodes (output layer): Here we finally use an
activation function that maps to the desired output Inputs 1
format (e.g. softmax for classification).

20 A Friendly Introduction to Deep Learning



The Neuron

21

The basic computational unit of the brain is
a neuron. Approximately 86 billion neurons
can be found in the human nervous system
and they are connected with approximately
10 — 10 synapses.

The basic unit of computation in a neural
network is the neuron, often called a node or
unit. It receives input from some other nodes,
or from an external source and computes an
output. Each input has an associated

weight (w), which is assigned on the basis of
its relative importance to other inputs. The
node applies a function to the weighted sum
of its inputs.

Myelin sheath

(a) Biological neuron

1 w,
y
w
X2 2
X w
1 1 f
summing | =X, Wyt X Wy s | AR
junction f(e) —

X2 w, A Friendly IntfoductiormtoBeep Learning

(b) Artificial neural network



2z

Neuron and Its Mathematical Model

The idea is that the synaptic strengths (the weights w) are learnable and control the strength of
influence and its direction: excitory (positive weight) or inhibitory (negative weight) of one neuron
on another. In the basic model, the dendrites carry the signal to the cell body where they all get
summed. If the final sum is above a certain threshold, the neuron can fire, sending a spike along its
axon. In the computational model, we assume that the precise timings of the spikes do not matter,
and that only the frequency of the firing communicates information. we model the firing rate of the

neuron with an activation function (e.x. sigmoid function), which represents the frequency of the
spikes along the axon.
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synapse
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dendrites
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away from cell body w9 fiendly Inttlrrc}guL%Qn to Deep Learning
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Activation Function

23

The activation function of a node defines the
output of that node given an input or set of
inputs.

In the 1940s and 1950s artificial neurons used a
step activation function and were

called perceptron. Modern neural networks

may say they are using perceptron, but they
actually have smooth activation functions, such
as the logistic or sigmoid function, the
hyperbolic tangent, and the Rectified Linear Unit
(ReLU). ReLU is usually the best choice for fast
convergence, although it has an issue of neurons
“dying” during training if the learning rate is set
too high.

m— sigmoid

| ===thanh
——RelLU :
== softplus i
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Types of Neural Networks

NEURAL NETWORK
ARCHITECTURE TYPES

There are many classes of ;‘ :g 9 g
neural networks and these 2
classes also have sub-classes, SINGLE LAYER  RADIAL BASIS —

- PERCEPTRON NETWORK RECURRENT NEURAL
here we will list the most MULTI LAYER PERCEPTRON
used ones:

LSTM RECURRENT
NEURAL NETWORK HOPFIELD NETWORK BOLTZMANN MACHINE

@ mpur unir HIDDEN UNIT €3 sAckrED INPUT UNIT
@ ouTPuTUNIT (4 FEEDBACK WITH MEMORY UNIT A PROBABILISTIC HIDDEN UNIT

24




Feedforward Neural Network

A feedforward neural network is an artificial neural network where connections between the
units do notform a cycle. In this network, the information moves in only one direction, forward,
from the input nodes, through the hidden nodes (if any) and to the output nodes. There are no
cycles or loops in the network.

We can distinguish three types of feedforward neural networks:

v" Single-layer Perceptron
v Multi-layer Perceptron

v" convolutional Neural Network (CNN)

25 A Friendly Introduction to Deep Learning



Single-layer Perceptron

This is the simplest feedforward neural Network and does not contain any hidden layer,
Which means it only consists of a single layer of output nodes. This is said to be single
because when we count the layers we do not include the input layer, the reason for that is

because at the input layer no computations is done, the inputs are fed directly to the
outputs via a series of weights.

26 A Friendly Introduction to Deep Learning



Multi-layer perceptron (MLP)

This class of networks consists of multiple
layers of computational units, usually
interconnected in a feed-forward way.
Each neuron in one layer has directed
connections to the neurons of the
subsequent layer. In many applications the
units of these networks apply a sigmoid
function as an activation function. MLP
are very more useful and one good reason
is that, they are able to learn non-linear
representations (most of the cases the
data presented to us is not linearly
separable).

27
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Convolutional Neural Network (CNN)

28

Convolutional Neural Networks are very similar to ordinary Neural Networks, they are made up of
neurons that have learnable weights and biases. In convolutional neural network (CNN, or ConvNet or
shift invariant or space invariant) the unit connectivity pattern is inspired by the organization of the
visual cortex, Units respond to stimuli in a restricted region of space known as the receptive field.
Receptive fields partially overlap, over-covering the entire visual field. Unit response can be
approximated mathematically by a convolution operation. They are variations of multilayer
perceptrons that use minimal preprocessing. Their wide applications is in image and video recognition,
recommender systems and natural language processing. CNNs requires large data to train on.

Convolution Pooling Convolution Pooling Fully Fully Output Predictions
Connected Connected

1
1

dog (0.01)
cat (0.04)
boat (0.94)
bird (0.02)

h---

=10




Recurrent Neural Networks

29

In recurrent neural network (RNN), connections between units form a directed cycle (they
propagate data forward, but also backwards, from later processing stages to earlier stages). This
allows it to exhibit dynamic temporal behavior. Unlike feedforward neural networks, RNNs can
use their internal memory to process arbitrary sequences of inputs. This makes them applicable
to tasks such as unsegmented, connected handwriting recognition, speech recognition and other

general sequence processors.
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The Training Process

=

Sample labeled data

Update the
connection weights

Forward it trough
the network to get
predictions

Backpropagate
the errors

= Learns by generating

an error signal that
measures the
difference between
the predictions of
the network and the
desired values and
then using this error
signal to change the
weights (or
parameters) so that
predictions get more
accurate.
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Image Captioning — Combining CNN and RNN

Neural Image Caption Generator generates fitting natural-language captions only based on the
pixels by combining a vision CNN and a language-generating RNN.

Vision Language | [A group of people
Deep CNN Generating shoppmg at an
RNN outdoor market.

@ There are many
vegetables at the
fruit stand.
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Image Captioning — Combining CNN and RNN

A close up of a child holding Two pizzas sitting on top of A man flying through the air
a stuffed animal a stove top oven while riding a skateboard
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Natural Language Processing — Embeddings

Embeddings are used to turn textual data (words, sentences, paragraphs) into high-dimensional
vector representations and group them together with semantically similar data in a vector-space.
Thereby, computer can detect similarities mathematically.

A///‘i’am.s
@) A
pre oA
Camem/ QL'A\
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Usage Requirements of
Deep Learning

34

4

Large data set with good quality
(input-output mappings)

Enough computing power (AWS GPU
Instance)

<>

Measurable and describable goals
(define the cost)

Excels in tasks where the basic unit
(pixel, word) has very little meaning
in itself, but the combination of such
units has a useful meaning

A Friendly Introduction to Deep Learning



Outlook

Significant advances in
deep reinforcement and
unsupervised learning

Bigger and more complex
architectures based on
various interchangeable
modules/techniques

Deeper models that can
learn from much fewer
training cases and Harder
problems such as video
understanding and natural
language processing will be
successfully tackled by
deep learning algorithms.

A Friendly Introduction to Deep Learning






Thank You!

Email;

h_Farahani@sbu.ac.ir




